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cation dataset MEP-3M, which consists of over
3 million products and 599 fine-grained product
categories. Each product is represented with an
image-text pair and annotated with hierarchical la-
bels. To our best knowledge, MEP-3M is the first
e-commerce products dataset paying attention to
the multi-modal and fine-grained aspects concur-
rently, and its scale achieves the largest in exist-
ing E-commerce datasets. We also present the per-
formances of the several methods on this dataset
as the baselines, where the best accuracy achieves
90.70%. This dataset is now available at https:
//github.com/ChenDelong 1999/MEP-3M.

1 Introduction

The recent rise of deep learning can be traced back to the cre-
ation of ImageNet dataset [Deng et al., 2009] and the revival
of deep Convolutional Neural Network (CNN) [Krizhevsky
et al., 2012; Li et al., 2021]. Since then, the combina-
tion of increasingly complex neural network architectures
and increasingly large datasets fundamentally revolutionized
the fields of Computer Vision (CV) and Natural Language
Processing (NLP). In recent years, the research communi-
ties are gradually moving from these single-modal tasks to
multi-modal tasks. Large-scale multi-modal datasets, espe-
cially vision-language datasets (e.g. Flickr30K [Young er al.,
20141, Multi30K [Elliott et al., 2016], MS-COCO [Antol et
al., 2015], SBU Captions [Ordonez et al., 2011], WIT [Srini-
vasan et al., 2021]), have been constructed. These datasets
enable us to develop multi-modal models, which learn to uti-
lize the complementary information across different modali-
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Figure 1: The comparison between our presented dataset and exist-
ing public e-commerce product dataset.

ties and bring the opportunity to combine the advancements
across different fields to further improve the model perfor-
mance.

Recently, another hot topic in the deep learning field is fine-
grained recognition, which aims to discover the subtle differ-
ences between different sub-categories, such as birds [Horn
et al., 2015], dogs [Sun et al., 20181, cars [ Yang et al., 2015],
and castles [Anderson et al., 2021]. A lot of fine-grained
datasets are created to promote the development of this do-
main, such as iNaturalist [Horn et al., 2018], Products 10k
[Bai et al., 2020], and iMaterialist Fashion [Guo ez al., 2019].
Impressively, many e-commerce-related datasets emergence.
A possible reason is the construction of this type of dataset
can rely on the pre-defined hierarchical categorization infor-
mation (e.g., Stock Keeping Unit, SKU).

However, recent e-commerce datasets only focus on one
aspect from multi-modal or fine-grained without integrating
them together. In this paper, we construct a large Multi-modal
E-commerce Products classification dataset named MEP-3M,
which provides multi-modal and fine-grained data. It is col-
lected from several Chinese large E-commerce platforms and
consists of over 3 million image-text pairs of products and
599 classes. As demonstrated in Fig. 1, MEP-3M consists
of the largest number of products, even compared with the
single-modal E-commerce product datasets. Its scale is far
better than the existing multi-modal dataset. The key charac-
teristics of MEP-3M are summarized as follows:


https://github.com/ChenDelong1999/MEP-3M
https://github.com/ChenDelong1999/MEP-3M
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Figure 2: Images randomly selected from the MEP-3M dataset. Our
dataset covers a wide range of e-commerce products.
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e Large-scale. MEP-3M dataset consists of over 3 mil-
lion product samples in total. Each sample consists of
an image-text pair, resulting in 3,012,959 images and
156,069,329 characters. The entire dataset takes approx-
imately 76GB of storage.

 Hierarchical-categorized. Three levels of the label are
given. There are 14 classes (first level), 599 sub-classes
(second level), and 13 sub-classes have further subsub-
classes (third level). The illustration for the hierarchical
categorization of MEP-3M can be found in Fig. 4.

* Multi-modal. Each product has both image and Chinese
label and title. Some image samples and the text cloud
of the titles are given in Fig. 2 and Fig. 3.

¢ Fine-grained. There are a total of 599 sub-classes, and
many of them are fine-grained (e.g., different types of
fruit, meat, shoes, clothes, etc.). Many samples are visu-
ally similar but belong to different sub-classes, as shown
in Fig. 6.

e Long-tailed. MEP-3M is highly imbalanced. Some
sub-classes in the dataset have more than 90k samples,
while some classes have around 30 samples. The distri-
bution is shown in Fig. 5.

Moreover, we also present some baselines on MEP-3M.
We test two popular multi-modal learning models: Low-rank
Multimodal Fusion (LMF) [Liu et al., 2018] and Tensor Fu-
sion Network (TFN) [Zadeh et al., 2017]. In addition, several
single-modal comparisons including LSTM , VGG-19 [Si-
monyan and Zisserman, 2015] and Inception-V3 [Szegedy et
al., 2016] are also involved. The best top-1 accuracy 90.70%
is given by the TEN [Zadeh et al., 2017].

2 Related Work

Product classification is a critical issue for an E-commerce
platform since it can significantly improve the accuracy and
reduce the workload of manual product category assignments.
Since the product title usually aims at delivering the prod-
uct information to users accurately and comprehensively as
possible, text-based product classification has drawn more at-
tention in the past years. In contrast, image data is gener-
ally harder to collect than text information, but its effective-
ness is well demonstrated by a recent study [Zahavy et al.,
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Figure 3: The text cloud (after jieba text segmentation) of product
title in the MEP-3M dataset. The text size corresponds to the ap-
pearance frequency.

Table 1: Comparison with existing e-commerce datasets.

Dataset Year #class #image Modality
Stanford 2016 23K 0.120M image

iMat FGVC6 2019 2K  1.012M image

SIGIR 2020 2020 27 0.098M  image, text (French)
AliProducts 2020 50K  2.500M image
Products-10K 2020 10K 0.150M image
MEP-3M 2021 599 3.012M image, text (Chinese)

2018]. Therefore, in this section, we review and compare our
presented MEP-3M dataset with several E-commerce product
datasets, and mainly focus on image-based ones.

In the past several years, different methods have been pro-
posed to improve the performance of product classification,
and many product datasets are collected and constructed, but
unfortunately, they remained non-public [Zahavy et al., 2018;
Tang et al., 2019; Dai et al., 2020; Cao et al., 2020;
Gupta et al., 2016; Li and Li, 2019]. On the other hand,
there is also some public product dataset that only focuses
on a limited subset of products (such as iMaterialist Fash-
ion [Guo et al., 2019]), but classification models on this
type of dataset are not applicable for general e-commerce
platforms. Meanwhile, there are also some retail groceries
datasets such as RPC dataset [Wei et al., 2019], but they differ
from e-commerce datasets fundamentally since they are cre-
ated for training automatic checkout systems. In the follow-
ing, we briefly review the existing public e-commerce product
datasets that aim at general products categories.

+ Stanford Online Products' [Song et al., 2016] is a e-
commerce product dataset collected by a group from
Stanford University using the web crawling API of
eBay.com. Duplicate and irrelevant images in the dataset
are filtered out. Each product in this dataset has approx-
imately 5.3 images.

+ iMat Challenge@FGVC6? is the dataset of iMaterial-
ist Challenge on Product Recognition at FGVC6, CVPR
2019, provided by Malong Technologies and FGVC
workshop. This dataset has a total number of 2,019

"https://github.com/rksltnl/Deep-Metric-Learning-CVPR16
“https://www.kaggle.com/c/imaterialist-product-2019/data



product categories, which are organized into a hierarchi-
cal structure with four levels.

« SIGIR 2020 E-Commerce® [Amoualian, 2020] refers
to the dataset used by SIGIR 2020 eCom Rakuten Data
Challenge. It is a multi-modal dataset, where each sam-
ple consists of the image, the title, and the description of
a product. Text information is in French.

* AliProducts* [Cheng et al., 2020] is a large-scale fine-
grained SKU-level e-commerce product dataset without
human-labelling. It also contains side information, such
as hierarchical relationships between classes.

* Products-10K> [Bai et al., 2020] is a large-scale prod-
uct recognition dataset covering 10k fine-grained SKU-
level products from JD.com. It contains both in-shop
photos and customer images. All samples are manually
checked to reduce noise.

A detailed comparison of the MEP-3M dataset and the ex-
isting public e-commerce datasets is shown in Table 1. Im-
portantly, among the above datasets, only the SIGIR 2020 E-
Commerce dataset is multi-modal, and our MEP-3M dataset
has much more samples and more categories compared to SI-
GIR 2020 E-Commerce dataset. Moreover, the text in the SI-
GIR 2020 E-Commerce dataset is in Franch, while our dataset
is in Chinese. Since China has been the world’s largest online
retail market, the MEP-3M dataset may have more potential
application value.

3 The MEP-3M Dataset

The data of MEP-3M is collected from several Chinese online
shopping websites. Each sample in MEP-3M is an image-text
pair, where the image is a single image randomly selected
from the product content page, and the text is the product
title. The corresponding first-level class label and second-
level sub-class label are also recorded, as shown in Table 2.
However, the product labels from the different platforms are
not exactly the same, e.g. ‘FK/E/KE/RF/E B’ (Home,
furniture, decoration, and kitchenware) and /& T/4= &K
FE/JEf B’ (Kitchen and bathroom equipment, Household Ap-
pliances, and Kitchenware) in the first-level are similar , and
both “J7 & i and 77 fF3# & from the second level in-
dicate the same concept, ‘instant foods’. Moreover, the gran-
ularity of the classification across different platforms is also
different (e.g., 7K’ (fruit) v.s. ‘3E5R (apple), ‘“H&F (or-
ange) and ‘T- 5 (mango)). Therefore, it’s necessary to per-
form label alignment to merging the data collected from dif-
ferent e-commerce platforms.

3.1 Hierarchical Label Alignment

Our label alignment is based on the analysis of the collected
first-level labels (denote as ‘class’) and second-level labels
(‘sub-class’) . To take the different granularity across differ-
ent e-commerce platforms into account, we also set the third-
level labels (‘subsub-class’) for some of the sub-classes.

*https://sigir-ecom.github.io/ecom2020/data-task.html
*https://tianchi.aliyun.com/competition/entrance/231780
>https://www.kaggle.com/c/products-10k
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Figure 4: Illustration of the hierarchical structure of MEP-3M. Note
that this figure only shows about 5% of the sub-classes of MEP-3M.
For more detailed information, please visit the dataset website.

The First-Level Labels (Class)

Due to the number of the first level labels are relatively small
(less than 20), we manually align them across different plat-
forms. Classes with similar meanings are merged to a sin-
gle class, whose new class_name is designated to cover the
meaning of both sides. Meanwhile, unique classes are pre-
served as separated classes. Finally, there are a total of 14
different first level classes. A number is assigned to each
class as its class_id. The class_id and the correspond-
ing class_name of all the 14 first level classes are shown in
Table. 2.

Table 2: The Numbers of samples and sub-classes of the 14 classes.

class_id class_name #sample #sub_class
1 FHAzE AR 122,312 21
2 KRB 240,779 51
3 N PIYN 85,699 17
4 FIBIFRBIFEIFRYIFE 534,460 123
5 B AR R T 411,046 53
6 FENETE Y 139,049 30
7 TR B/ 5 337,425 73
8 BN A 346,451 54
9 BR 2 14 A N AR R R, 536,842 110
10 FE AL/ R BRE 86,648 13
11 TR R EETE /AR B A 46,316 14
12 REMENRZER 66,963 21
13 B 23,208 5
14 RN AR 35,761 14




The Second-Level Labels (Sub-Class)
The number of sub-classes is far more than the first level,
making manually alignment impossible. Therefore, we de-
sign an automated alignment approach based on quantitative
text analysis. Specifically, the goal of the alignment is to fig-
ure out the sub-class pairs that are semantically similar across
different e-commerce platforms. We assume these sub-class
pairs have the following three characteristics: 1) they belong
to the same first level class, 2) their names share a certain
degree of similarity, 3) their title contents have similar fea-
tures on term frequency. For the second and the third charac-
teristics, we respectively calculate label similarity S;qp¢; and
content similarity Sconten: as metrics.

The label similarity Sj,p.; measures how far the two sub-
class names coincide with each other, it is defined as:

Slabel =2.0x M/T (1)

, where T indicates the total number of characters in both sub-
class names, and M indicates the number of matches. Note
that this is 1.0 if the sub-class names are identical, and 0.0 if
they have nothing in common.

The content similarity Scontent 1S the cosine distance be-
tween term-frequency features extract from the title text con-
tent of two different sub-classes, it is defined as:
1 -T2

@)

Scontent T T
@]l > [[z2]]
, where 1 and x, are the term-frequency feature vector of ti-
tle text content. Each element in x; and x5 counts the number
of occurrences of a certain term.

The Siaper are calculated by using python difflib package
6, while the S,ontent is based on python simtext package 7. In
order to improve computational efficiency of Scoptent, We use
the first 22000 characters of a sub-class product titles, corre-
sponding to approximately 450 products. We iterate over all
the sub-class pairs that belongs to the same classes, and filter
them according to the criterion of

Staber > 0.50 AND Scontent > 0.75 3)

, where 0.75 is the average Scontent Of Siaper = 1.00 sub-
classes. New names are manually assigned for those sub-
class pairs that Sy # 1.00. Some examples of the results
are listed in Table. 3.

The Third-Level Labels (Subsub-Class)
This part deals with the different granularity of the classifica-
tion across different e-commerce platforms. Beyond the class
and the sub-class labels, we create finer-grained subsub-class
labels for a total of 13 sub-classes: ‘4f G (bags), “iffi i’
(accessories), “FHLAL M (mobile phone accessories), ‘5
2 (men’s clothing), “Zr3$E (women’s clothing), ‘AL (un-
derwear), ‘J7 7N #5° (outdoor equipment), ‘7K’ (fruit),
‘I (meat), THIEXE (toned drinks), “FE LT 57 (dry
foods), ‘4XKHE (diapers), and ‘Y3 FIHE (bottle nipples).
In the following, we give an example of products in MEP-
3M dataset.

Shttps://docs.python.org/3/library/difflib.html
https://pypi.org/project/simtext

Table 3: Examples of second-level label alignment.

sub-class name sub-class name S;,pe;  Sconten: New class name
JLERR JIERER 1.00  0.929 JLERER
ZE TRy ZE TRy 1.00  0.898 ZE0 Tk
YR = 1.00  0.870 |
T T 1.00  0.768 T
bt IR pint SR 1.00  0.705 i JEEY
SREh W)Lk 0.89  0.960 Bah ) LYk
L)L AL 0.67  0.907 &
UIEFRPS L] 0.57  0.854 IETRILPS
e PORMR 0.67  0.849 BN &
AR T AIAL 075  0.756 AL
{
class_id’: ’57,
‘class_name’: ’EN / WK / E#E ) B
"sub_class_id’: ’523’,
’sub_class_name’: ’7/KFR’,
"subsub_class_id’: ’640’,
’subsub_class_name’: ’'3EF’
img_path’: ’Images/523/3.jpg’ .
img_resolution’: (220, 220, 3),
‘title’: ” [58 2 ¥ 9.8 , 2 LA
# 10 JT) IBEKIBOAE LR 5 TEEEN S
R RBRPG IS )| —BEAG ARG 5 s (4
H S )
}

The class_id denotes the first level of class label, ranging
from 1 to 14. The sub_class_id is the second level of class
label, ranging from 1 to 599. The subsub_class_id corre-
sponds to the third level index, which ranges from 600 to 688.
For the sub-class that does not have finer-grained subsub-
classes, the subsub_class_id and subsub_class_name are
setto "FLASE’.

3.2 Statistics of MEP-3M Dataset

Most images are in a 220x220 resolution, and the others are
in 64x50, 75x75, 60x60, 54x54, 100x75, 800x800 and
219x220 resolution. A total of 2,908,596 (96.53%) of the
images are in .jpg format, while the other 104,363 (3.46%)
images are in .png format. The text of each level of label and
title is in simplified Chinese. The length of title ranges
from 2 characters to more than 100 characters. The average
length of it is 49. In total, the dataset consists of 156,069,329
characters in title. The entire dataset takes around 76 GB stor-
age and will be made publicly available for non-commercial
research purposes.

The the long-tail distribution of MEP-3M is shown in the
left of Fig. 5, while distribution of image size and title length
is shown in the right.

The MEP-3M is also a fine-grained dataset. Many images
are visually similar but belong to a different class. We select
the nearest neighbors in the sample space to demonstrate this
point. The clustering is done by calculating the pixel-wise
distance. The results are shown in Fig. 6.

4 Baselines

To demonstrate the efficacy possible of the MEP-3M dataset,
In this section, we evaluate several baseline models for the
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Figure 5: The distribution of sub-classes, image resolution, and title length in MEP-3M dataset.
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Figure 6: Two groups of visually similar images that belongs to dif-
ferent classes. The images are obtained by calculating pixel-wise
distance.

e-commerce product classification task. We test two popu-
lar multi-modal learning models: Low-rank Multimodal Fu-
sion (LMF) [Liu et al., 2018] and Tensor Fusion Network
(TFN) [Zadeh et al., 2017]. In addition, we also test several
single-modal comparisons (LSTM for text-only, VGG-19 [Si-
monyan and Zisserman, 2015] and Inception-V3 [Szegedy et
al., 2016] for image only) to demonstrate the effectiveness of
multi-modal understanding in the e-commerce product clas-
sification task.

We divide the full dataset randomly into training and test
set at a ratio of 8:2. The model is implemented by Tensor-
Flow, using an Intel i5-9400F CPU and NVIDIA TITAN RTX
GPU. All experiments are trained with Adam optimizer, and
the initial learning rate is set to le-3 and decreases every 2
epochs at a rate of 0.5. The batch size is 64. For LSTM-
based text-only model, we first remove meaningless charac-
ters from texts with regular expressions and then implement
Chinese word segmentation. Word2vec model from the gen-
sim toolkit is used to obtain word embedding. The represen-
tation is further passed to the LSTM or BiLSTM model for
classification.

The testing accuracies, average precision score (AP) and
F1-score of baseline models are shown in Table 4. We can
see that the multi-modal methods LMF [Liu et al., 2018] and

Table 4: The classification accuracies of different baseline methods.

Model Top-1 Top-5 AP F1-score
VGG-19 76.36% 91.77% 0.3966  0.7275
Inception-v3  79.48% 94.27% 0.6326  0.7493
LSTM 89.13% 98.33% 0.9200  0.8796
Bi-LSTM 90.68% 98.710% 0.9309  0.8931
TEN 90.70% 98.74% 0.9289  0.8899
LMF 89.22% 98.19% 0.8924  0.9125

TFN [Zadeh er al., 2017] achieved better results than single-
modal methods. It demonstrated the advantage of multi-
modal product classification over single-modal-based meth-
ods. The best top-1 accuracy of 90.70% is yeild by the
TEN [Zadeh e al., 2017].

5 Conclusion

In this paper, we constructed a large-scale multi-modal e-
commerce products classification dataset named MEP-3M,
which contains over 3 million image-text pairs of products
and covers 599 fine-grained product categories. MEP-3M is
the largest in existing E-commerce datasets to our best knowl-
edge. Moreover, several baseline models are implemented to
give a brief evaluation of the dataset. We believe that the
MEP-3M dataset has great potential for facilitating related
research since it is simultaneously large-scale, hierarchical-
categorized, multi-modal, fine-grained, and long-tailed.
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